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Abstract 

Fog computing provides a flexible architecture for edge devices to 

perform substantially large amount of computation, data storage, and 

inter-communication. The fog computing also extends support to Internet 

of Things (IoT) in which entities get connected through their end devices 

like mobile phones, smart drone swarms, wearable health monitoring 

devices, and others. Fog computing environment is prone to several 

performance challenges, to mention few, difficulty in handling 

heterogeneity in fog nodes, mobility of fog nodes, load balancing, task 

scheduling, resource provisioning, and conflicting service level 

requirements. In this paper the load balancing performance issue in fog 

computing is studied by applying the whale optimization enabled double 

reinforcement learning, two level optimized load balancing policies are 

drawn to increase the overall performance of the computation intensive 

applications. The results obtained are found to be good in comparison 

with the recent work in terms of performance metrics like total execution 

time, response time, and resource utilization rate.  

Keywords: Fog computing, WODRL, load balancing, reinforcement 

learning, whale optimization, expected value analysis, performance, IOT 

applications. 

1.0 Introduction 
 

Fog computing is popularly referred as fogging, edge computing or fog 

network which provides a flexible architecture for edge devices to 

perform substantially large amount of computation, data storage, and 

communication over the network. Fog basically stands as a peripheral 

computing end for cloud, rather than sending each and every request to 
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cloud for processing, the fog nodes will be used for computation which in 

turn reduces the response time and bandwidth requirements [1, 2]. Even 

the fog computing extends support to Internet of Things (IoT) in which 

individuals get connected through their end devices like mobile phones, 

smart drone swarms, wearable health monitoring devices, and so on. 

Some of the advantages offered by fog computing include reduction in 

the response time, provides a high level of security, achieves high speed 

of operation, less reliance over the wired services, less consumption of 

bandwidth, and so on. However fog computing environment is prone to 

several performance challenges which include difficulty to handle 

heterogeneous fog nodes, mobility support is tedious to manage, 

difficulty in managing massively geographically distributed fog nodes, 

lack of location awareness, fluctuation in the power consumption level, 

exhibits sensitivity towards the effect of outliers, over provisioning of 

resources, conflicting quality of service requirements, improper 

scheduling of incoming customer requests, and so on [3, 4]. Among the 

performance challenges faced by the fog computing environment proper 

load balancing among the fog nodes is one of the primary requirements. 

Load balancing can be implemented either in centralized or distributed 

approaches. In centralized approach the load balancing is carried out by a 

centralized controller which is easily implementable and operates by 

gathering the load status information from all the nodes, analyze and then 

initiates load balancing action. Whereas, in distributed approach, a 

distributed controller, is responsible to establish coordination among 

local controllers which results in improved scalability of the approach [5, 

6].  

 

Reinforcement learning is one of the prominent areas of machine 

learning in which the reinforcement learning agent take random actions 

to achieve maximum number of rewards. However, the reinforcement 

learning suffers from poor results due to overloaded states, high tendency 

to forget the previous learning episodes, inability to handle large number 

of states and discrete events, significant increase in the variance of policy 

gradient value, and so on [7, 8]. These drawbacks are overcome by 

considering the double Q state values of the reinforcement learning agent 

which makes critical decision without the necessity to conduct 

exploration.  

 

The whale search optimization algorithm mimics the hunting strategy of 

humpback whale animal which finds global solution through encircle 

updating and encircle shrinking operations and is commonly used to 

solve complex optimization problems [9, 10]. Basically, the algorithm 
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mimics the bubble net hunting strategy of the whale animal to track the 

position of the prey at distant location. The best part of the whale animal 

is, it always tries to find best meal and never gets satisfied by average or 

below average meals which does not let to converge to sub-optimal 

solutions. Some of the advantages offered by whale search algorithm 

includes producing of high quality solutions, good at exploring larger 

state space of the computing domain, converges to the global optimal 

solutions in minimum epochs of training, provides simple structure for 

operations, speed up the local search mechanism, provides multi 

objective solutions, results in promising solutions at a faster search space, 

and so on [11, 12]. The whale algorithm is used in variety of applications 

like design of photonic filters, allocation of resources in wireless 

multimedia network, tracking the position of photovoltaic system, 

identification of skeletal structure in solid objects, tunning the parameters 

of fuzzy controller, classification of cancer images, and so on.  

 

In this paper the benefits of both double reinforcement learning and 

whale swarm optimization is combined to address the load balancing 

problem in fog computing environment. Here by applying the whale 

optimization enabled double reinforcement learning, two level optimized 

load balancing policies are drawn which increases the overall 

performance of the computation intensive applications.  

 

Some of the research works carried out in literature for balancing the 

load across the fog nodes is discussed as follows. A novel dynamic load 

balancing algorithm by name tabu search is proposed for fog computing 

environment [13]. The tabu search mechanism basically uses nearest 

neighborhood mechanism to produce global optimal solution by moving 

from one local optimal solution to another local optimal solution. Two 

objectives are kept for the purpose of optimization purpose first one is 

computational coast incurred while distributing the load among fog nodes 

and the second one denotes the computational coast incurred while 

distributing the load among cloud nodes. The technique converts the 

multi objective problem into single objective problem to determine the 

best fit fog node or cloud node for the incoming tasks requests. There is 

considerable reduction in the total execution time of fog nodes but it 

suffers from several limitations like there is no guarantee for producing 

the global optimal solutions, effective searching of the input search space 

not used to happen, and too many parameters are involved in the 

optimization process. 
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A modified min-min load balancing algorithm for processing the tasks in 

fog computing environment is discussed [14]. The available fog 

computing nodes in the fog environment is taken into account which 

includes end user resources, network related resources, and resources of 

the cloud nodes. The load balancing algorithm tries to evenly distribute 

the incoming load among the fog nodes which are available thereby 

reducing the response time of the tasks. The best fit task for the fog nodes 

is selected based on the length of the incoming tasks. The tasks get 

clustered and the cluster having tasks with maximum makespan time is 

selected first for the operation. Compared to the round robin algorithm, 

the performance of the proposed technique is found to be good. But the 

time involved in context switching is more, and higher priority tasks may 

suffer from starvation.  

 

A load balancing algorithm based on hill climbing is proposed [15], hill 

climbing is one of the popular algorithms used to perform searching 

using mathematical optimization method. It begins with random 

distribution of tasks among fog nodes and through several iterations of 

training the best fit fog nodes are determined for the incoming tasks. The 

loop executes until best fit solution is found for the incoming tasks in the 

closest available location. The algorithm continuously improves stepwise 

by updating the size of the elevation value to determine the peak of the 

mountain. With respect to load balancing the hill climbing algorithm 

suffers from limitations like rigidness towards higher steep regions, 

availability of limited number of step moves, frequent restarting of the 

algorithm from random locations, produces suboptimal solutions, and so 

on.  

 

Load balancing in cloud using dynamic resources allocation mechanism 

for fog is proposed [16]. IoT applications requests for varying amount of 

resources, responding to such kind of requests suffers from several 

drawbacks like bottleneck of nodes, overloading of fog nodes, 

underloading of fog nodes, and so on. A Dynamic Resource Allocation 

Method (DRAM) is proposed which does analysis of the load balancing 

condition of various computing nodes first then calls appropriate static or 

dynamic resource allocation mechanisms. The load balancing is 

performed in four steps which includes partitioning of the fog services, 

identification of sparse space for computing nodes, perform static 

allocation of resources, and then do global allocation of resources. 

However, the approach suffers from several drawbacks in terms of poor 

resource allocation for computation intensive applications, decline in 

throughput, and so on.  
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The main drawbacks observed in the existing works towards load 

balancing in fog computing are premature convergence towards 

suboptimal solutions, often misallocation of the resources, starvation of 

higher priority tasks, and high computation overhead due to the 

involvement of too many parameters in decision making. Keeping these 

drawbacks, in this paper the benefits of both double reinforcement 

learning and whale swarm optimization is combined to address the load 

balancing problem in fog computing environment. Here by applying the 

whale optimization enabled double reinforcement learning, two level 

optimized load balancing policies are drawn which increases the overall 

performance of the computation intensive applications in terms of global 

optimal policies formation, lowered response time, improved efficiency 

in the task scheduling among fog nodes, and better tuning of the 

decision-making parameters.  

 

2.0 Definitions 

 
The mathematical definitions for the performance metrics considered for 

evaluation of the proposed WODRL load balancer is given below.  

 

Total execution time: The total execution time of WODRL load balancer 

with set of end devices and fog nodes                  is defined 

as the summation of the time taken to perform first level optimization 

using double reinforcement learning and second level optimization using 

whale optimization for scheduling the requests from end devices among 

best fit appropriate fog nodes.  

                        
     

        

   

   

 

Where,     
 is the time taken to process end device request,     

 is the 

time taken to process the load on fog nodes, and        is the time taken 

by the WODRL load balancer to distribute the end devices requests 

among the fog nodes.  

 

Response time: The response time of WODRL load balancer with set of 

end devices and fog nodes                  is the time difference 

between submission of the request of the end devices and obtaining the 

response from the WODRL load balancer.  
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Resource utilization rate: The resource utilization rate of WODRL load 

balancer with set of end devices and fog nodes                  is 

the ratio of the amount of resources used among the allocated resources 

by the WODRL load balancer.  

                   
   

   
    

   *100 

Where    the amount of resources is allocated to the fog node and     

is the amount of resources used by the fog node.  

 

3.0 Proposed Design of the WODRL 

A high-level architecture of the proposed WODRL load balancer is 

shown in Fig. 1. It consists of set of end devices which are connected 

through internet and are fed as input to the WODRL fog load balancer. 

The WODRL fog load balancer processes the input requests from the end 

devices then applies double reinforcement learning, the policies formed 

by the reinforcement learning is further optimized using whale 

optimization technique. The policies formed by WODRL fog load 

balancer maps the requests generated by the end devices to appropriate 

fog nodes efficiently. The main purpose of applying double 

reinforcement’s is one action complements another action and benefits in 

producing optimal policy by harnessing memory lessness property. By 

applying double reinforcement to the actor critic method of 

reinforcement learning leads to better estimate of the Q values and also 

increases the overall convergence rate of the algorithm. The high level 

working of WODRL is given in Algorithm 1.  

 
 

Fig. 1. High level architecture of WODRL load balancer 
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Algorithm: Working of WODRL 

1: Start 

2: Input: Requests from end devices,                         , 
set of fog nodes                                             , 

3: Output: Second level optimized Load balancing policies, 

                                                     
4: For every     in    do 

5: Initialize two Q states                , reward r, Action set A 

6: Perform a random action   and update either         or         

7:  If update         then 

8:        Compute                     

9:               Update                                     

       ) 

10: Else If update         then 

11:  Compute                     

12:             Update                                      

       ) 

13:    End IF 

14: Update s to    

15: End For 

16: Generate first level optimized load balancing policies,                

                                   
17: Initialize the population of whale search agents 

                              
18: Identify the best whale search agent     

  

19: Initialize the whale action set WA and whale decision set WD to 

NULL 

20: For minimum number of iterations do 

21: For each whale search agent      do  

22:   If |             

23:   Update the position of the current whale search agent 

   P(    )=     
  - WA*WD 

24:  Else 

25:   Update the position of the random whale search agent 

26:   P(    )=     
     - WA*WD 

27:  End IF 

28: End For 

29: End For 

30: Update the whale search agent position P(      to   (      
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31: Generate second level optimized load balancing policies,               

                         
32: Stop 

33: End 

 

4.0   Results and Discussion 

Expected value analysis 

The performance of the Proposed Work (PW) WODRL load balancer is 

evaluated on metrics such as total execution time, response time, and 

resource utilization under limited and unlimited fog computing 

environment against the recent Existing Work (EW) [12]. In limited fog 

computing environment limited number of requests from end devices and 

limited number of fog nodes are considered for evaluation purpose. The 

expected value analysis towards the is carried out in three-time intervals 

                    

Consider a typical finite fog computing environment with m number of 

input requests from end devices                     , m number 

of fog nodes                          , and ‘m’ number of load 

balancing policies                                .  
 

Total Execution Time 

The                      of the WODRL load balancer is 

influenced by the different values of the     
     

, and       . In which 

       influences more on the execution time of the load balancer. 
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The expected value of the PW towards total execution time performance 

metric is found to be much lower compared to the total execution time of 

the EW.  

 

Response time 

The                     of the WODRL load balancer is 

influenced by the different values of the     
     

. In which 

    
influences more on the response time of the load balancer. 
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The expected value of the PW towards response time performance metric 

is found to be much lower compared to the response time of the existing 

work.  

 

Resource utilization rate 

The                     of the WODRL load balancer is 

influenced by the different values of the             . In which     

influences more on the resource utilization rate of the load balancer. 

   
               

   
     

                        

     

 

 
  

                         
               

   
      

                         
 
      

     

 

 
  

   
               

   
    

         
     

                

      
  

RVJSTEAM 2,1 (2021) 86



Bhargavi K. et.al. Whale Optimization-based Double Reinforcement Learning Approach (WODRL) for Load 

Balancing in Fog Computing 

   
               

   
         

 

 

 

 
  

   
               

   
         

 

   

 

 
  

PW:    
               

   
            ,    

               

   
           , 

and    
               

   
            .  

EW:    
               

   
            ,    

               

   
           , 

and   
             

   
             . 

The expected value of the PW towards resource utilization rate 

performance metric is found to be much higher compared to resource 

utilization rate of the EW.  

Simulation results 

The iFogSim simulator is used for simulating the scenario, which allows 

modeling and simulation of applications related to IoT devices, mobile 

devices, and edge computing devices. The number of fog nodes are 

fluctuated from 10 to 100 which are distributed among larger 

geographical area and the number of incoming requests from the end 

devices are fixed to 20 thousand.  

Total Execution Time 

A graph of number of fog nodes versus total execution time is given in 

Fig. 2. The total execution time of the proposed work remained 

consistently lower when they are exposed more number of fog nodes as 

the algorithm designed exhibits high exploitation ability and does not 

perform unnecessary search operation over the large state space of fog 

nodes. But the total execution time of the existing work is lower when 

the number of fog nodes considered for evaluation is less but as soon as 

the number of fog nodes increases the total execution time incurred also 

increased as the existing work does not achieve optimal tradeoff between 

exploration and exploitation phases of the search operation to find 

optimal fog node for the incoming task requests.  
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Fig. 2. Number of fog nodes versus total execution time 

Response time 

A graph of number of fog nodes versus response time is given in Fig. 3. 

It is observed from the graph that the response time of the proposed work 

is lower when they are exposed to lower number of fog nodes and the 

response time remained consistently lower even after they are exposed to 

higher number of fog nodes as the convergence rate of the designed 

algorithm is high and improves the quality of solution over each epoch of 

training. Whereas the response time of the existing work is found to be 

lower when they are exposed to lesser number of fog nodes but as soon 

the number of fog nodes increases the response time increases steeply as 

the convergence rate of the existing algorithm is very high and also 

exhibits tendency of converging to suboptimal solutions.  

 

Fig. 3. Number of fog nodes versus response time 
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Resource utilization rate 

 

Fig. 4. Number of fog nodes versus resource utilization rate 

A graph of number of fog nodes versus resource utilization rate is given 

in Fig. 4. It is observed from the graph that the resource utilization rate of 

the proposed work is consistently high over the increase in the number of 

fog nodes as the designed algorithm involves minimum number of 

parameter adjustment which results highly accurate load balancing 

decisions. Whereas the resource utilization rate of the existing work is 

found to be lower even when they are exposed to a smaller number of fog 

nodes or a greater number of fog nodes as the existing algorithm involve 

a greater number of parameter adjustments which hinders the accuracy of 

load balancing and also causes more computation overhead.  

The performance of the proposed WODRL load balancer is found from 

the expected value analysis and simulation results as the total execution 

time and response time incurred is less and resource utilization rate is 

high. The use of double reinforcement learning to formulate first level 

load distribution policies is useful in terms of efficiency as the policy 

value estimated finds a defensive strategy to handle the load imbalance 

situations. On top of first level optimized load distribution policies, 

whale optimization methodology is applied to draw second level 

optimized load balancing policies is useful in terms of accurate mapping 

of requests to fog nodes as the whale search agents are good at exploring 

the large state space and pick only the potential and global optimal 

solutions. 
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4.0 Conclusion 

The paper discusses the load balancing in fog computing and its 

challenges. A novel WODRL based load balancing scheme is proposed 

for fog computing environment which prevents the situations of 

overloading or underloading resources through efficient mapping of tasks 

among the fog nodes. Expected value analysis of the proposed WODRL 

is carried out towards the performance metrics like total execution, 

response time, and resource utilization. The performance of the proposed 

WODRL is tested using the iFogSim simulator by comparing it with the 

recent existing load balancers. The overall results obtained are found to 

satisfactory as two levels of optimization are performed by the load 

balancer to arrive at accurate load balancing policies. Further the 

proposed WODRL load balancing scheme can extended to address the 

scheduling, and resource provisioning issues in fog computing. 
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